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EXECUTIVE SUMMARY  

 
 
The aim of this document is to define the demonstrators that will be as sembled for the H2B2VS 
project.  H2B2VS aims at investigating the hybrid distribution of TV programs and services over 

heterogeneous Broadcast and Broadband networks using the High Efficiency Video Coding (HEVC)  
compression standard  specified by MPEG . The aim of Work Package 3  is to def ine, integrate and 
use the demonstrators of the project in order to evaluate the whole HEVC hybrid distribution 
system where quality of service (QoS) and quality of experience (QoE) tests will be performed.  
  
This is a second  version of the document containing refined  specifications of the demonstrators, it 

is expected to further evolve in time with the addition of details issued by the intermediate 
milestones of the project.  

 
Five demonstrators are foreseen by the H2B2VS project partners:  
Å Cable and Mobile demonstrator in Finland,  
Å Terrestrial demonstator in France,  
Å Two Satellite demonstrator s in Spain and Turke y, 

Å Satellite and 4G network demonstrator in Switzerland . 
 
The main reason of the five different demons trators is to observe the different effects of the main 
broadcast network delivery  to the hybrid transmission  and implement different relevant use cases.  
 
The Finnish demonstrator implements end - to -end content delivery through multiple physical 
channels to devices capable of receiv ing broadcast (DVB -C) and broadband (ADSL, 3/4G, WLAN) 

transmissions. The audio -visual content can be either live -captured or stored off - line and then 
combined with supplementary value -adding personalized information. This framework enables 
interactive TV applications with a feedback channel, mobile devices used as a second screen to a 
TV, mobile TV and IP -based On - the -Top (OTT) services over cable networks. Added value comes 
from the combination of mass delivery and personalization. This implies that the m ain technical 
challenges are the mutual synchronization of the delivery channels and the real - time QoS 

adaptation in all end - to -end paths. The logical architecture includes video sources, content 
services, content delivery networks and client applications.  In this context the partnersô 
contributions are structures as follows:  TUT is responsible of multi - format video encoding, which is 
handed over to VTTôs Content Delivery Network (CDN) providing feedback to the encoding 
systems; Neusoft provides personalize d service content to the CDN and client applications ;  VTT 
provides decoder to mobile devices ; Teleste is responsible of IP and broadcast distribution in cable 
networks from the CDN.   

 

The Finnish demonstrator will demonstrate the Second view social sharin g use case  wh ich is 
detailed  in the deliverable of WP1 T1.2. This use case defines how second view applications can 
provide a new kind of added value services for the end users and generate new revenue streams 
for the broadcasters.  
 
The French  demonstrator will make use of the DVB -T2 ImaginLab demonstrator from the ñP¹le 

Images & R®seauxò cluster in conjunction with SmartJogôs CDN. The demonstrator will be 
developed  in 3 main steps . The 1st step integrate s all the equipment for a broadcas t 
transmission and reception. The transmission of HEVC 1080 p25 live programmes and HEVC 4k files  
over DVB -T2 network has been demonstrated in November 2013 . The 2nd step will concentrate on 
the CDN where terminals will be used to receive and decode DASH st reams delivered by the CDN. 
This second step should be completed by mid 2014. The last main step will be the merge of the 

broadcast and broadband parts of the demonstrator in order to enable and validate hybrid delivery 
services by the end of the project ( June 2015).  

 
The French demonstrator will  support the following Use Cases: Hybrid delivery of 4K HEVC content, 
Live and pause, Sign language.  
 
The video content provided by Digiturk for the Turkish demonstrator  will have a resolution of 4096 

x 2048 and frame rate s of 50 fps and 120 fps. Further characteristics can be found in Section 4.3. 
The offline content will be stored in a local server and encoded with the support of TUT.  The 
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demonstrator will be powered by a CDN composed of edge servers fed by a Content Serv er. The 
Content Server will accept content in MPEG -2 TS format, and format it according to MPEG -DASH. 
The distribution of the video stream through the broadcast network is planned to be implemented 
in two stages: in the initial stage, a modulator will be u sed to simulate the broadcast network in a 
lab environment; in the second stage, the broadcast transmission will be achieved by the 

Hispasatôs satellite. The TS will be sent to Hispasat offline, not a live content. The STB terminal will 
support hybrid rece ption, that is to say it will be capable of receiving both broadcast and 
broadband transmissions. To this end a DVB -S2 modulator will be integrated in the STB terminal.  
STB terminal supports H.265/HEVC Main Profile and Main10 Profile which is able to decod e videos 
with 4096Ĭ2176 resolution at 60 frames per second and 1920Ĭ1080 resolution at 120 frames per 
second. The  detailed  specification of the terminal is provided in the project deliverable D2.4.1 
ñSpecification of terminal adaptation ò. The mobile devic es will meet the following requirements in 

order to interoperate with the other components of the demonstrator: The terminal must be able to 
decode HEVC video in compliance with the specifications provided in D2.1.1; the terminal must 

support HTTP Live str eaming (HLS) or MPEG -DASH; the terminal has 3G and WLAN connections; 
the screen resolution is at least WVGA800 (480x800) or higher.  
 
The Turkish demonstrator is planning to demonstrate the following use cases: Uninterrupted TV 1 

which describes a method to prevent broadcast interruption (mainly satellite) caused by weather 
conditions ; Personalized Advertisement which describes a method to deliver personalized and/or 
localized advertisement to end user and Social TV with HEVC video.  
 
The basic architecture of the Spanish demonstrator will be based on the satellite network provided 
by Hispasat for broadcasting and the CDN infrastructure provided by Alcatel -Lucent for the 
broadband network. The end - to -end architecture will be completed w ith components provided by 

other partners to be able to show the complete use case functionality. The demonstrator in Spain 
will be  the PIP sign language use case based on the hybrid satellite - IP architecture shown in Figure 
10. This application requires two TV programs that must be produced and encoded in a 
synchronized way, the 1st program transports the main TV channel and the 2nd will contain the 

sign language program related to the first one. The content will be generated in real time by the 
TVN HEVC encoder that will provide two synchronized outputs: a-  A MPEG2-TS stream with the 
main content to be sent to a broadcast  medium or to a file b -  A DASH stream with the secondary 

content to be sent to a real time Origin Server of a CDN or to a set of files. Initially this 
demonstrator will use the files generated by the encoder and in a second step the real time 
encoder would be used if  available. Initially the synchronization of both programs will be based on 
the PCRs of the MPEG2 -TS streams. The mai n content is broadcasted by Hispasat Satellites located 
at 30ÜW and will be available to any DVB-S2 and HEVC capable STB developed by other partners. 
The secondary content is ingested in the VxEVE Origin server (ALU) and transformed to DASH 

format. The con tent is distributed through the CDN (ALU) and will be available to any DASH and 
HEVC capable player (Desktop, Tablet, Phone, etc.) developed by other partners. The CDN will be 
simulated and will not be an actually deployed CDN. The decoding of the Hybrid c hannel will be 
done by the GPAC decoder, developed by IETR and TPT: a-  The main channel will be received using 
a IPTV connection (MPEG2 -TS over UDP/unicast/multicast) obtained from the Satellite signal  b-  The 

secondary will be received through a HTTP Adapt ive Streaming DASH connection.  The decoder will 
synchronize both channels, initially based on the PCRs, and will present the main channel in the 

main screen and the secondary in a PIP windows over the same screen.  
 
The Spanish demonstrator will be setup in  3 different main steps:  The 1 st  main step will integrate 
all the equipment for a broadcast transmission and reception . The 2 nd  main step will concentrate on 
the CDN in the Alcatel -Lucent Labs in Madrid where the terminal shall be able to receive and 
decod e DASH streams delivered by the CDN. This second step should be finished by end 2014.  The 
last main step will be the merge of the broadcast and broadband parts of the demonstrator in order 

to allow the demonstration of hybrid services by the end of the pro ject (June 2015).  
 
The Swiss demonstrator will be based on the  access to broadcast stream s through the Spanish 
satellite  and  on the use of the security elements showcased in the French demonstrator, with 
additional new  features. They include the extension of the protection of the content against  the 

increasing security threat posed by  Content Sharing, especially over  the  I nternet. In this case , a 

dedicated pirate network and infrastructure will be set -up in order to demonstrate  the illegal 
exp loitation  of the content after it is being legitimately consumed. In addition , scalability will have 
the honors, as it is anticipated to showcase synchronisation and decoding of scalable content, with 
one base layer being sen t  through the satellite  link , a nd an enhancement layer being transmitted 
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through a broadband network ( in the case of the Swiss demonstrator by means of  a 4G wireless 
mobile network).  
 
For this initial definition of the planned demonstrators, the main use case to be implemented will 
be s econd screen asynchronous hybrid Satellite ï IP content delivery . T he initial demonstrated Use 

Case will be:  Second Screen usage with PC player (TV) and portable device (tablet). 4K content will 
be targeted for the main content transmission over satellite broadcast network.  Other Use Cases 
that may be supported depending on the sources and players developed along the project are:  
Second Screen usage with STB (TV) and portable device (Mobile) ;  4K Hybrid HEVC . 
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Table 1 : Document history  

1.2  Abbreviations  
 

ADSL Asymmetric Digital Subscriber Line  

AVC Advanced Video Coding  

CDN Content Delivery Network  

C/N  Carrier to Noise ratio  

DASH Dynamic Adaptive Streaming over HTTP  

DSL Digital Subscriber Line  

DVB Digital Video Broadcasting  

DVB-C Digital Video Broadcasting baseline system for digital cable television  

DVB-T2 Digital Video Broadcasting baseline system for terrestrial television T2  

GPAC Open Source multimedia framework  

HEVC High Efficiency Video Coding  

HLS HTTP Live Streaming  

HTTP Hypertext Transfer Protocol  

IT  Integration Tests  

MI  Modulator Interface  

MPD Media Presentation Description  

MPEG Moving Picture Experts Group  

NAL Network Abstraction Layer  

OTT Over The Top  

PLP Physical Layer Pipes  

RF Radio frequency  

SFN Single -Frequency Network  

SNMP Simple Network Management Protocol  

STB Set Top Box  

SW SoftWare  

TS Transport Stream  

URL Uniform Resource Locator  

VBR Variable Bit Rate  

WLAN Wireless Local Area Network  

WVGA Wide  Video Graphics Array  

Table 2 : Abbreviations  
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1  I NTRODUCTION  

The aim of this deliverable is to define the demonstrators of the project in order to evaluate the 

whole HEVC hybrid distribution system where quality of service (QoS) and quality of experience 
(QoE) tests will be performed.  
 
Five demonstrators are expect ed to be set -up in different countries:  
Å Terrestrial demonstrator in France,  
Å Satellite demonstrator s in Spain and Turkey,  
Å Cable and mobile demonstrator in Finland , 

Å Satellite and 4G network demonstrator in Switzerland . 
 
 
An overview of the demonstrators is provided  in  Figure 1. The content will be provided to the head 
end where the content will be encoded and protected in. For each demo nstrator, the encoded 

content will be divided into two  streams ( the way how this division process will take place is 
detailed in the corresponding chapters): one to be transmitted through a broadcast medium and 

the other through the broadband network. The  terminals will have hybrid reception capability 
ensuring that two components are received from broadcast and broadband networks.  
 
This document  details  how  some  of the use cases de fin ed by WP1 [ D1.2.1 ]  will be implemented 
using the system components developed by WP2.  
 

  

Figure 1 : Overview of demonstrators . 
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2  THE DEMONSTRATORS IN FINLAND   

2.1  Overview of the Finnish demonstrators  

 
 
Figure 2 depicts an outline of the Finnish partnersô demonstrator where the solutions developed in 

the project are verified, benchmarked and deployed. The demonstrator includes physical network 
archit ecture, logical service architecture, and application use cases.  

 
 

 

Figure 2 : Overview of the Finnish demonstrator .  

 
 
The demonstrator implements end - to -end content delivery through multiple physical channels to 

devices capable of receiving broadcast (DVB -C) and broadband (ADSL, 3/4G, WLAN) transmissions. 
The audio -visual content can be either live -captured or stored off - line and then combined with 

supplementary value -adding personalized information. This framework enables intera ctive TV 
applications with a feedback channel, mobile devices used as a second screen to a TV, mobile TV 
and IP -based On - the -Top (OTT) services over cable networks. Added value comes from the 
combination of mass delivery and personalization. This implies t hat the main technical challenges 

are the mutual synchronization of the delivery channels and the real - time QoS adaptation in all 
end - to -end paths.  
 
The logical architecture includes video sources, content services, content delivery networks and 
client app lications. In this context the partnersô contributions are structured as follows:  
¶ TUT is responsible of HEVC encoding, which is handed over to VTTôs Content Delivery 

Network (CDN) .  

¶ Neusoft provides personalized service content to the CDN and client applications  
¶ VTT provides decoder s to mobile devices  
¶ Teleste is responsible of IP and broadcast distribution in cable networks from the CDN.  

 

2.2  Demonstrated use case(s)   
The use case ñSecond view social sharingò in D1.2.4 has been used as a starting point of the 
demonstrator described in this section. This use case mainly describes the system from an end 
user point of view. One of the main challenges presented by the implementation of this use case is 
the integr ation of several technical components and infrastructures.  
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This use case defines how second view applications can provide a new kind of added value services 
for the end users and generate new revenue streams for the broadcasters. In this scenario the end 
user can use a mobile application to access different kinds of highlights of the live program heôs 
currently watching on the main screen (e.g. TV set). The highlights can be for example the video -
clip of a goal in a football game filmed from a chosen view a ngle or a car crash in a Formula 1 

competition. When the highlight event occurs, the user gets a notification in her second view 
device. She can then select from the available highlights video clips which one she wants to watch 
on the second view device an d possibly share it on a social network and give comments. When the 
userôs friends want to watch the shared video, an advertisement is inserted at the beginning of the 
video.  When the content is accessed, the streamed video adapts to the end users termina lôs 
capabilities so as to provide the best end -user experience. The second -view application can contain 
ads as well.  

 
 

2.3  Head - end   
The demonstrator will support off - line video streaming up to ultra HD (2160p) resolution and live 
video streaming up to fu ll HD (1080p) resolution. The off - line video material will be stored in a 

local storage device in advance so that it is accessible during the demo. The optional live video will 
be captured by a video camera in real - time (30 fps). All source video material is in a raw format. 
TUT will provide the local storage device and acquire off - line video material from Digiturk or from 
other sources. Live feed is implemented when appropriate camera capture is available (HDMI or 
HD-SDI interface to PCs or embedded boards ).  
 

The demonstrator will assign complex HEVC encoding to a processor cluster operating in a cloud 
computing platform. The cloud HEVC encoder  will encode the raw video format to multiple video 
streams requested by the cable and CDN networks. The off - line video material will be compressed 
with more complex coding tools than the time -critical live video mater ial. The encoded HEVC video 
will be encapsulated from the Network Abstraction Layer (NAL) to MPEG -2 TS and/or MP4 

containers. TUT will design and implement the cloud HEVC encoder , it will also manage the 
required encapsulation and provide the co mputing platform for the cloud encoder.  

 
 

2.4  Delivery  
 

2.4.1  Broadband delivery  
 
The content delivery network (CDN) used in this demonstrator contains the content server and one 
or several edge servers. The encapsulated video content is first delivered from the clo ud encoder 
server to the content server. In the content server multiple bitrate and resolutions of the same 
video content will be generated and encoded in compliance with the MPEG -DASH format, which 

consists in a Media Presentation Description (MPD) file a nd the related bitstream segments. The 

MPD file provides information on the available content representations and their locations. The 
bitstream segments represent the actual video content in the form of multiple chunks or as a single 
file. The segments wi ll be replicated to the edge servers, which are located near the end -user.  
 
The MPD file can be accessed by any HTTP enabled client via a HTTP GET request. Once the MPD 
file has been retrieved, the DASH client parses it and selects the most suitable option  among the 

available representations. The MPD file can be periodically updated and re -downloaded by the client 
or -  as an alternative -  the URL contained in the MPD can point to logical locations that can change 
when needed (e.g. DNS remapping). The client  starts receiving the video from the closest edge 
server by fetching the segments using HTTP GET or partial GET methods. If the available 
bandwidth shrinks below a given threshold, the DASH client would switch seamlessly from the 
higher bit rate video down  to the lower bit rate video. If the bandwidth conditions improve the 
client would switch back to the higher bitrate.  

 

2.4.2  Broadcast delivery  
 
Broadcast television signals will be delivered over DVB -C/C2 and partly over DOCSIS 3.0 ( Data 
Over Cable Service Inte rface Specification, http://www.docsis.org/)  as OTT services. The 
demonstrator will provide 800 Mbit/s downstream and 160 Mbit/s upstream data capacity for OTT 
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and IP based services. The demonstrated network solution will supports legacy cable television 
networks as well as fibre based deep fibre and metro Ethernet architecture.  
 
 

2.5  Terminal   
 
In the demonstrator two types of terminals will be employed  

1.  A TV set connected to the Vestelôs Set Top Box with HEVC support and able to receive DVB-
C/C2 signals will act as the main screen for the primary content.  

2.  Mobile devices such as smart phones or tablets will provide the secondary access to the 

content. The target operating system for mobile devices will be Android. VTT will provide 
HEVC player application s for iOS and Android.  

 
The mobile devices will meet the following requirements in order to interoperate with the other 

parts of the system and support the required functions:  
¶ Terminals must be able to decode HEVC video as specified in D2.1.1  
¶ Terminals must support HTTP Live streaming (HLS) or MPEG -DASH 

¶ Terminals have 3G (optionally 4G) and WLAN connectivity  
¶ Screen size minimum 4ò or larger 
¶ Screen resolution WVGA800 (480x800) or higher  

2.6  Demonstration Schedule   
Milestone description  Date to be demonstrated  / 

already demonstrated  

2nd screen application with static data  2013/4Q  

HEVC broadcast over DVB -C (cable)  2014/1Q  

HEVC bitstream over CDN  2014/3 Q 

HEVC video over OTT (cable)  2014/2Q  

Mobile Streaming (3G/4G).  2014/ 4Q 

Live video from camera to content server.  2014/4Q  

HEVC over CDN + 2nd screen  2015/2Q  

Table 3 : Demonstration schedule of the Finnish demonstrator  

 
 

3  THE DEMONSTRATOR I N FRANCE   

3.1  Overview of the French demonstrator   
 
The French demonstrator  will make use of the DVB -T2 ImaginLab demonstrator from the ñP¹le 
Images & R®seauxò cluster in conjunction with SmartJogôs CDN to setup the demonstrator 
described in this section . An overview of the demonstrator is provided  in  Figure 3. 

 
The demonstrator setup  comprises  3 main steps:  
¶ The 1 st  step integrate s all the equipment for a broadcast transmission and reception. The 

transmission of HEVC 1080 p25 live programmes and HEVC 4k files over DVB -T2 network 
has been demonstrated in November 2013.  

¶ The 2 nd  step concentrate s on the CDN where terminals will be used to receive and decode 
DASH streams delivered by the CDN. This second step has been  completed in june  2014 . 

¶ The last main step will be the merge of the broadcast and broadband parts of the 
demonstrator  in order to enable and validate hybrid delivery services by the end of the 
project (June 2015, TBC).  

Additional steps will probably be necessary, in particular to include some content protection 
functionalities. They will be detailed in further updates of  this document.  
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Figure 3 : Overview of the French demonstrator .  

 
 

3.2  Demonstrated use cases  
At this stage of the project, most of the Use Cases were identified in  task T1.2. French partners 

expressed the ir intention to support the following Use Cases:  

¶ Hybrid distribution of 4K HEVC signal, 

¶ Trick modes on broadcast event , 

¶ PIP insertion for sign language. 

 

3.3  Head - end   

3.3.1  Encoder  
 

The multi -screen video  encoding/transcoding system will encode, protect (AES scrambling or DRM  
management )  and stream an input video in compliance with  the  High Efficiency Video Coding 
(HEVC) compression standard for live and offline applications. This integrated IP -based video 
system for Audio/Video Processing & Distribution is capable to serve both broadcast and broadband 
networks.  
This system will therefore encode the input video and deliver the encoded HEVC stream to the 

DVB-T2 broadcast network (HEVC video on MPEG2 TS over IP that will be sent to the DVB -T2 
gateway), and to the broadband network (HEVC video on MPEG DASH chunks whi ch will be saved 
on the CDN origin server).  
 

For file -based  input, the available resolution and frame rate will be up to 4K (3840x2160 p)  @50 
fps.  
For live input, the available resolution and frame rate will be up to 1920x1080p @50 fps.  

 
The detailed encode r specification is provided in deliverable D2.1.1 ñSpecification of encoder and 
decoder adaptation ò. 
 

https://www.thomson-networks.com/en/products/video-compression/multiscreen-video-system
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3.3.2  Content protection  
 

3.3.2.1  Conditional Access and Right s Management  
 

During the 1 st  step of the demonstration, Nagra France works on evaluating various protectio n 
mechanisms on pure broadcast, pure broadband and hybrid broadcast broadband transmission. 
Charateristics as well as constraints of each methods are studied comprehensive ly  to define the 
willing target of the final solution.   

Also in the 1 st  step of the d emonstration, t he selected use case s of French demonstrator  will be 
analyzed from the security viewpoint in order to determine the appropriate solution among the 
above  mechanisms . Identical DVB CA signaling system s will be deployed as with the current MPEG -

2 or AVC video content  in pure broadcast protection scenario. Common encryption in ISO base 
media file format will be applied in the pure broadband one . A careful combination of the two 

solution s will be worked ou t for each use case in the 2 nd  step.  

At the beginning of the 2 nd  step of the demonstration, a CAS solution for broadcast will be deployed 
on both the Head -end and the STB player. A comprehensive study on the following DRM issues in  
broadband  transmission  will be addressed in the 2 nd  step:  

¶ The IT security of various information streams (media, keys, procedure for authentication 
of subscribers and connected devices, rules for access control,é); 

¶ The strategy for sharing the media as well as the keys;  

¶ The c ontr ol of several system parameters which play a crucial role on the security, 
including the number of  simultaneously  consumed stream s, the number of connected 
devices authorized for each subscriber;  

¶ The optimization of  the number of scrambling keys for each m edia -stream as well as the 

key - rotation interval and  the  key -update strategy.  

The 2 nd  step of the demonstration will be closed with a deployment of an optimized DRM solution 
over the CDN.  

In the 3 rd  step of the demonstration, stud ies  on segmenting the security information into broadcast 
and broadband will be performed. Broadcast CAS will be redesigned to best fit the nature of HEVC  
content delivery  in MPEG-2 TS transport stream s, while  broadband DRM will be revisited to meet 
the requi rements of broadband networks . Nagra France will also provide some dedicated hardware 

design to reinforc e the security on the broadcast brand and therefore  improve the overall security.  

 

3.3.2.2  Watermarking  
 
Civolution will contribute to the demonstration of the following use cases:  

¶ Hybrid distribution of 4K HEVC signal,  

¶ Hybrid distribution of High Frame Rate signal,  
¶ Trick modes on broadcast event,  

 
The Civolution watermark is an important anti -piracy tool to protect premium PayTV content as 
PayTV operators will be among the first to deploy 4K and High Frame Rate content.  
 
For the use cases ñHybrid distribution of 4K HEVC signalò and ñHybrid distribution of High Frame 

Rate signalò, Civolution will upgrade its technology to support 4K and will integrate it into the 
hybrid HEVC player (GPAC). The player will receive the broadband and broadcast components, 
combine them, decode them and will provide them to the Civolution library, which will watermark 
them uniquely. The watermark inserted could be used by the Fraud detection service (as will be 
demonstrated in the Swiss demonstrator).  
 
If technically possible, Civolution will also contribute to the ñTrick modes on broadcast eventò. The 

broadcast and hybrid delivery can be watermarked using the tools deve loped for the first two use 
cases. However, when the delivery switch to ñfull broadbandò, Civolution could demonstrate its OTT 
watermark solution, which is performed in two steps: content preparation in the TVN adaptive bit 
rate encoder and unique watermar king at CDN level. The insertion of watermarking at CDN level is 
already possible in HLS format. However, the insertion of watermarking at CDN level with DASH 
requires a collaboration with a third party company. It is still unclear if one of the H2B2VS par tners 
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will be able to support Civolution on this topic. If such partner is found, Civolution will be able to 
contribute to the ñTrick modes on broadcast eventò demonstrator. 
 
 

3.3.2.3  Fraud detection service  

 
During the 1 st  step of the demonstrator, NagraVision wi ll define how the CAS and Watermark 
systems can benefit from the hybrid distribution, in terms of enhanced security, and how these 
elements can work together to improve the overall system security.  

During the 2 nd  step of the demonstrator, NagraVision will  define the necessary Fraud Detection 
system s & service s, adapted to the technical demonstratorôs environment, and its identified 
weaknesses.  

During the 3 rd  step of the demonstrator, NagraVision will set -up the necessary tools to demonstrate 

its capacity t o monitor pirate activities and access to pirate streams to analyze and get the 
watermark information, and finally set -up appropriate countermeasure to stop the illegal 
redistribution . 
 

3.4  Delivery  
 

Content delivery will be supported by the  ImaginLab ôs DVB-T2 broadcast Network and SmartJog ôs 
CDN broadband network.  

 

3.4.1  Terrestrial Broadcast Network (http://imaginlab.fr/blog - fr/contact/)  
 

The Broadcast network will be composed by a terrestrial DVB -T2 network on RF channel 43 

(650MHz). The Broadcast ImaginLab platform is composed by two Single -Frequency Network ( SFN)  
transmitters to have good performances in Rennes for mobile outdoor and light indoor reception. 
ImaginLab is also a rec eption site with facilities for device testing.  
Depending on the reception quality  of the fixed antenna , Thomson, IETR or TDF reception sites 

could be used for tests and demo. SFN network mode with both transmitters is not mandatory and 
one of the transmit ter s could be mute d for fixed reception single use  case. In case of portable or 
mobile use  cases both transmitters in SFN are recommended.  
 
The broadcasting network configurations can be selected among a pre -define d parameter set. 
Depending on fixed, porta ble or mobile reception, the configuration shall be chosen among the 3 
PLPs detailed in the table reported below . If demos are limited to one scenario, fixed reception for 

example, a single PLP using one of the three profiles can be selected. Depending on the agenda, 
the signal can be shared with other users in multi PLP mode. For these reasons, the DVB -T2 
receiver shall support multi -PLP modes.  
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Configuration 3xPLP  

Profile  PLP0  PLP1  PLP2  

Type Frames  T2 Base  T2 Base  T2 Base  

Type PLP  1 1 1 

PLP Content  TBD  TBD  TBD  

    
 

  

Spectrum  C43 (650 MHz)  C43 (650 MHz)  C43 (650 MHz)  

Bandwidth  8 MHz  8 MHz  8 MHz  

T2 version  v1.1.1  v1.1.1  v1.1.1  

L1 modulation  64 -QAM'  64 -QAM'  '64 -QAM'  

T2 frame preamble format  T2 T2 T2 

Extended carrier mode  Yes Yes Yes 

FFT size  16K  16K  16K  

Guard interval  1./8  1./8  1./8  

Interval guard length  224 Õs 224 Õs 224 Õs 

Cell size  67,2 km  67,2 km  67,2 km  

PAPR reduction  No No No 

Pilot pattern  PP3 PP3 PP3 

Num T2 frames  2 (To be checked)  2 (To be checked)  2 (To be checked)  

Lf 120  120  120  

Network Topology  SFN SFN SFN 

Timestamp type  Relative  Relative  Relative  

PLP modulation  256 QAM  64 -QAM 16 -QAM 

Rotated constellation  Yes Yes Yes 

FEC type  64 LDPC  64 LDPC  64 LDPC  

Code rate  2 ./3  3 ./5  1 ./2  

Time interleaving type  (To be checked)  (To be checked)  (To be checked)  

Time interleaving length  (To be checked)  (To be checked)  (To be checked)  

ISSY  Disabled  Disabled  Disabled  

Null packet deletion (DNP ?)  No No No 

SISO / MISO  SISO  SISO  SISO  

BB Mode  HEM HEM HEM 

 

 
 

  Usage  FIXED Rx  PORTABLE Rx  Car - rooftop Rx  

 

Speed  -  -  -  

C/N  20,2 dB  16,1 dB  9,7 dB  

Antenna height  10 m  1,5 m  1,5 m  

K Factor (@ 602 MHz)  34,8 dB  60,1 dB  46,4 dB  

RF level  55 dBÕV/m 76 dBÕV/m 56 dBÕV/m 

    Table 4 : Configuration details of 3xPLP  
 

For each profile, a reception map area is available. For fixed reception at 55 dBÕV/m, we have a 
wide coverage area as presented below.  
 

Antennas azimuths have the following values:  
¶ TX1) Avenue  Janvier in Rennes: 85Á, 205Á and 325Á, height 62m 

¶ TX2) Rue  du Clos Courtel in Cesson S®vign® : 310Á, height 98m 
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Figure 4: Coverage area for or fixed reception at 55 dBÕV/m 

 
 

3.4.1.1  ImaginLab services  
 

A user of ImaginLab platform is able to :  
¶ Change modulation  parameters applying a predefined configuration  

¶ Modify the signal broadcasted  

¶ Modify the feature of a service  

¶ Monitor MPEG-TS content  

¶ Monitor the  RF signal  

¶ Download files  content  

¶ Capture DVB-T2-MI signals  

 

3.4.1.2  ImaginLab functional architecture  

 
The functional architecture of ImaginLab platform is composed by building block s providing six 
functionalities as presented i n Figure 5. 
¶ Content generation  (File TS player or extern al device like video encoder)  

¶ DVB-T2 signal  building (MPEG -TS re -multiplexer and T2 gateway)  

¶ DVB-T2 signal  modulation (DVB -T2 modulator separated from amplifier)  

¶ RF installation (RF amplifiers of 300W and antennas panels)  

¶ DVB-T2 monitoring  (DVB -T2 metrology tools)  

¶ Equipment supervision  (Equipment management interfaces : Http; SNMP; Log files)  



 
H2B2VS  D3.1.3 Step2 Updated demonstratorôs definition V1.0            Page 18 / 31  
 

 
Figure 5 : The functional architecture of ImaginLab platform  

 
 

3.4.1.3  Interfaces and signals parameters  
 

Two kinds of input interf aces are available to broadcast a signal  :  
 
¶ For non real - time encoded signals, a player (DTA2160) is already available on the platform 

and can accept MPEG -TS files of 188 packet bytes format.  

¶ For real - time encoded signals, a Gige input interface is availab le on the platform and is 
compliant to ETSI TS 101  154 V1.9.1  standard.  

 

 

Figure 6 : ASI inputs (in1&2) and three IP inputs (IP in 1,2,3)  
 
The DVB -T2 signal can be composed of several PLP if needed. In single PLP mode, a bit rate  of 
34,83 MBit/s is a realistic French DVB -T2 broadcast profile because itôs equivalent to DVB -T current 
performances at 24,89Mbit/s. Other profiles can be selected if needed, but they will not be 
representative of French broadcast network case s. 
 

For pre - test purposes or confidential tests, the ON -AIR signal can be muted.  

 
Test s on this platform shall be limited in time due to  the high  rental prices. The project budget 
allocated  for  this purpose will allow a maximum of  2 weeks of operations (TBC).  
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3.4.1.4  MPEG - TS player (DTA2160)  
 

A PC with a Dektek DTA2160 board can be used on the platform, both for non real - time encoded 
signals, and specific signalling.  
 

3.4.1.5  DVB - T2 Mux - Gateway (NetProcessor 9030)  
 
Input signals are multiplexed in a DVB -T2 multiplexer -gateway . 
 
The DVB -T2 multiplexer -gateway system provides two major functionalities:  
¶ a MPEG2, H264, and HEVC multiplexer which multiplexes several encoded HEVC streams 

and sends the multiplex to the DVB -T2 gateway module,  

¶ a DVB -T2 gateway which encapsulates the mu ltiplex into DVB -T2 MI stream, providing 

signalization, transmission and synchronisation parameters to DVB -T2 modulators.  

 
Specific signalling (SI/PSI) can be generated by both the NetProcessor (NFP) the DAT2160  File 
Player.  
 

 

3.4.2  Broadband Network  
 
For the br oadband part of the demonstrator, SmartJog will provide its operational CDN optimized 
for media delivery.  
 

The performance of broadband IP network access will have to be defined. TDF can propose one 
ADSL access from different French ISP s like Orange or SFR.  

 
SmartJog CDN is deployed locally as close as possible to the end -users with 10 regional PoPs in 
France. For the purpose of  the  H2B2VS project, SmartJog CDN will support  MPEG-DASH streaming 
and it will also potentially implement servic e access protection mechanisms (time limited token, 
geoblocking, IP blocking).  

 
Macros copically, SmartJog CDN is composed of three different layers: captation, streaming and 
load balancing.  

1)  The ñCaptation layerò can be seen as the first entry point of media content in the CDN. 
This ingest in the CDN can be done either in PULL or PUSH mode with the Live streams 
provided by the encoding platform.  An interface with the head -end powered by TVN  

shall be specified  ;  
2)  The ñStreaming layerò is the core of the CDN and is composed of a highly distributed 

and scalable infrastructure of cache and proxy servers deployed regionally in France. 

This layer is in charge of delivering the requested content (Live or On Demand) to end -
users via the MPEG-DASH protocol;  

3)  The ñload balancing layerò allows sharing the traffic load among the streamers and 
performs automatic switching in case of single outage. This ensures an optimal 

performance and availability of  the  CDN service.  
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Figure 7 : Macro architect ure of the SmartJog CDN with MPEG DASH . 

 
The CDN architecture is fully redundant at both network and CDN levels in order to avoid any 
Single Point Of Failure and to provide optimal service availability. SmartJog CDN is also largely 

oversized to be able to cope with large events and high peaks of traffic.  
 

 

3.5  Terminal   
 
GPAC is a collection of media tools from Telecom ParisTech that includes a player embedding an 
HEVC decoder. Support for HEVC in GPAC was a natural evolution of the project, in order to 
provide open tools for the academic community and the general public, allowing them to start 

experimenting with this new standard and its potential applications in different multimedia areas.  
 
GPAC tools are also used in commercial solutions or in lab s essions in various universities, and run 
on a variety of platforms ranging from desktop PCs (Windows, Linux, Mac OS X) to mobile devices 
(iOS, Android) and embedded systems.  

 
The targeted platform for H2B2VS is a PC platform powered by multi -core CPUs  able  to decode 

SHVC bitstreams 1080p for the base layer and 4K for the enhancement layer. The HEVC decoder 
already achieves 1080p25 on one core in real time. If Wavefront Parallel Processing ( WPP)  is 
enabled, the current decoder is able to achieve 1600p at 40fps on 6 cores.  
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The GPAC player supports HEVC streams broadcasted over an IPTV network and a DVB -T2 
network, using MPEG -2 TS, as well as deliver y over the Internet, using MPEG DASH ISOBMFF Live 
profile.  
 
In H2B2VS, the player will be extended to support  hy brid delivery from Broadband and Broadcast 

networks.  
 
The current version of GPAC core supports the base encryption functions according to common 
encryption in ISO base media file format. CAS protection basic elements will be integrated into 
GPAC core. A higher abstract level of a protection module will be developed to interact with GPAC 
player application to handle hybrid protection based on the above two fund am ental components.  
 

Moreover, security elements will be protected against reverse engineerin g, by the usage of a 
software obfuscator provided by HES -SO.  

 
In addition, Civolution will create a plugin to GPAC which will be able to watermark the content 
decoded in 4K and HFR.  
 

 

3.6  Demonstration Schedule   
 

Demonstration description  Date to be demonstrated / 

already demonstrated  

HEVC 1080 p25 live programmes and HEVC 4 K files  
Integration of all the equipments for a broadcast transmission and 
reception.  
 

November 2013  

MPEG-DASH streams are delivered by the CDN  in Rennes and 

decoded by the terminal . 
 

June 2014  

Services are delivered over a hybrid b roadcast and broadband 
network  

Broadcast CAS for HEVC in the MPEG-2 TS transport stream and 
Broadband DRM. Reinforcement of the broadcast and broadband 
security.  Dem onstration of dedicated protection solution.  
Forensic watermarking to hybrid distribution use cases (4K and 
HFR).  
 

June 2015 (TBC)  

Table 5 : Demonstration schedule of the French demonstrator  
 
 
 

 
 

 
 
 
 
 
 

 
 
 
 
  

4  THE DEMONSTRATOR I N TURKEY   

4.1  Overview of the Turkish demonstrator   
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Figure 8 : The overview of the Turkish demonstrator  

 

An overview of the Turki sh demonstrator is provided in  Error! Refe rence source not found. .  

4.2  Demonstrated use case ( s)   
At the moment of editing the first version of this document the use cases to be implemented in the 
demonstrators are not completely specified yet . However  some of the services to be supported can 
be identified as follows:  
¶ Uninterrupted TV 1 : This use case describes a method to prevent broadcast interruption 

(mainly satellite) caused by weather conditions. The idea is basically switching from 
broadcast to br oadband when broadcast errors rise up to a threshold . 

¶ Personalized Advertisement : This use case describes a method to deliver personalized 
and/or localized advertisement to end user s. It  aims at   using  the user behaviour and 
location -  which is fed back to  the TV operator through broadband  - , to pick an appropriate 
ad from a pool of advertisements or product visuals.  

4.3  Head - end   
Digiturk will provide the video content with the following characteristics :  
¶ Shooting was done with  a Sony  F65  digital camera capable of capturing up to 8K video . 
¶ Resolution is 4096 x 2048.  
¶ The video frame rate are of 50fps and 120fps  
¶ Shot at F65 RAW SQ encoding mode (it should be analyzed in detail for signal mode and bit 

depth on the player)  

¶ Content o f the video:  
o Low speed: woman make -up (120fps) ,  a painter and the church of Hagia Sophia  in 

Istanbul.  
o Medium Motion:  a dog (120fps), people walking in the park (120fps), a ship 

(120fps), a Bee, a girl  walking  in the flowers,  the  Bosphorus  
o High Motion: Hor se race,  
o Shootings are still being performed and incoming shoots are  under rain (Instead of 

that we have sea and water jet) and Camera zoom.  

¶ The c ontent is stored into a 1TB disk  and distributed among the other partners for tests  
¶ The c ontent can be edited via Sony F65 player  

The offline content will be stored in a local server  and encoded with the support of TUT .  
The encoded content will be fed to the multiplexer  terminal provided by Vestel.  Both outputs of the 
multiplexer will be  MPEG-2 Transport Stream s, one of them to be sent to the broadband network 
and the other to be sent to  the  broadcast network.  
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4.3.1  Delivery  Broadcast network  
 
The  distribution of the video  stream through  the  broadcast network is planned to be implemented 

in two stages:  
1.  In the initial stage, a modulator will be used to simulate the broadcast network  in a lab 

environment . 
2.  In the second stage, the broadcast transmission will be  achieved by the Hispasatôs satellite. 

The TS will be sent to Hispasat offline , not  as live content,  in a format which will be 
determined later. The transmission specifications of the Hispasatôs satellite are as follows: 

a.  The t otal bit rate to be transmitted  is still to  be determined  since the decoder 

capability of the Set -Top box terminal i s not known yet.  
b.  DVB-S2 
c.  Antenna s must be pointing correctly to an elevation angle of 14.5Ü in Istanbul and 

16.6 Ü in Manisa.  
d.  The a ntenna dish size should be  at least  90cm  (120cm for best performance)  for a 

DVB-S2 8PSK Ĳ carrier in Manisa. 

In both broadcast  transmission methods, the format of the output of the modulator will be DVB S2.  

4.3.2  Broadband network  
The demonstrator will be powered by a CDN composed of edge servers fed by a Content Server. 
The Content Server will accept content in MPEG2 TS format, and f ormat it according to MPEG -
DASH. The HEVC Encoder should encode the content in multiple repr esentations (different bitrates -
resolutions) and send them to the Content Server. Upon receiving the video content, the Content 

Server will reformat the data into segments of fixed duration, and store them in case the streamed 
content is offline video (i.e. VOD). The Content Server will also prepare a Media Presentation 
Description (MPD) file, which is a manifest listing the available representations, the content location 
and other metadata.  

 
The CDN network will comprise servers that replicate the content, organized into a two tier 
struc ture, as shown in  Figure 9. The Content Server distributes the content to the tier -2 CDN 

servers which in turn distribute it to the tier -1 network, finally delivering  content to end users. Both 
tier -1 and tier -2 servers are configured in the same manner, the main difference being their 
location in the CDN architecture. Tier -2 servers are used as proxy servers between the Content 
Server and the tier -1 servers. Tier -1 se rvers are in charge of the actual content delivery to the end 
users. This tiered structure is planned to be employed in order to optimize the content caching and 
content delivery performance s. 
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Figure 9 : CDN Network  

 

4.4  The Terminal   
 
















